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Convective instabilities responsible for misoriented grains in directionally solidified turbine airfoils
are produced by variations in liquid–metal density with composition and temperature across the
solidification zone. Here, fundamental properties of molten Ni-based alloys, required for modeling
these instabilities, are calculated using ab initio molecular dynamics simulations. Equations of state
are derived from constant number-volume-temperature ensembles at 1830 and 1750 K for
elemental, binary �Ni–X, X=Al, W, Re, and Ta� and ternary �Ni–Al–X, X=W, Re, and Ta� Ni
alloys. Calculated molar volumes agree to within 0.6%–1.8% of available measurements.
Predictions are used to investigate the range of accuracy of a parameterization of molar volumes
with composition and temperature based on measurements of binary alloys. Structural analysis
reveals a pronounced tendency for icosahedral short-range order for Ni–W and Ni–Re alloys and the
calculations provide estimates of diffusion rates and their dependence on compositions and
temperature. © 2010 American Institute of Physics. �doi:10.1063/1.3437644�

The constant pressure to improve efficiency and perfor-
mance of terrestrial and aero turbine engines has produced
significant materials and engineering challenges. The compo-
nents that see the highest temperatures, turbine airfoils, are
actively cooled through internal channels and employ ther-
mal barrier coatings that insulate the base alloy from the
highest gas flow temperatures. Modern airfoils are manufac-
tured by a directional solidification process that produces a
single crystal Ni-based superalloy component with unrivaled
high temperature properties. Superalloy chemistries and air-
foil geometries have become increasingly complex with each
generation of aero turbine engine design. While the evolving
chemistry has produced significant improvements in high
temperature creep resistance, the increased levels of refrac-
tory elements are also associated with the formation of de-
fects during processing. These so-called freckle defects are
formed by density-driven convective instabilities in the so-
lidification front �i.e., the mushy zone� that result in chains of
small equiaxed grains. The high angle grain boundaries and
compositional variations produced by these defects are
known to adversely affect mechanical properties. Quantita-
tive models for predicting the conditions leading to the for-
mation of these defects are required for optimizing the ma-
terials processing of these materials for high performance
applications.

Currently there is also a strong desire in the aerospace
material and design communities to move toward a systems

design approach that would enable optimization of the site
specific properties of a component. The balance of material
and component properties could then take advantage of
variations in the processing-structure-properties relationships
of the material and the site specific requirements of the part.
For single-crystal Ni-based superalloys this will require a
quantitative model for predicting commercial processing re-
gimes for defect-free casting over the widest possible range
of refractory metal compositions. Current theory of thermo-
chemical convection in the mushy zone suggests that such
instabilities occur when a Rayleigh number exceeds a critical
value.1–4 The Rayleigh number �R� is a measure of the ratio
of the buoyancy force to the retarding frictional force in the
mushy zone

R = ���/�̄�gKl/�� , �1�

where l is an appropriate length scale, K is the average per-
meability, g the acceleration produced by gravity, � is the
thermal diffusivity, � is the kinematic viscosity of the fluid,
and ��� / �̄� is the density contrast. This last term is a mea-
sure of the variation in mass density over the mushy zone
between the liquid metal near the solid–liquid dendrite inter-
face and the cooler melt at the bottom and sides walls of the
mold. Temperature gradients present during casting as well
as the variations in solute concentration in the melt that de-
velop as a consequence of equilibrium partitioning between
solid and liquid phases will influence the density contrast.
The mass-density difference reflects both the composition �c�
and temperature �T� dependence of the liquid-phase molara�Electronic mail: christopher.woodward@wpafb.af.mil.
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volume V�c ,T�. Freckle formation is highly susceptible to
variations in the permeability of the mushy zone as dictated
by dendrite arm spacing as well as the density contrast. Tra-
ditional models of the Rayleigh-number criterion assume that
the density gradients are aligned with solidification front and
in the plane normal to the acceleration provided by gravity.
These assumptions have become problematic as airfoil de-
signs have become more complex with the introduction of
cooling channels and other design features. Currently, most
castings have significant heat losses through the mold that
create horizontal thermal gradients and tilted solid–liquid in-
terfaces.

Confirming mathematical models for freckle formation
in specific alloy systems requires accurate assessment of the
various parameters in Eq. �1�. The kinematic viscosity, per-
meability, and density gradients are difficult to measure ex-
perimentally and are not well documented for superalloys.
The present work is part of a larger effort to better quantify
the parameters defining this Rayleigh number. Others in our
research team have estimated the permeability using fluid
flow simulations of the mushy zone.5 Such calculations use
realistic reconstructions of the mushy-zone dendritic struc-
ture derived from serial sectioning of decanted molds.6

Documented here are ongoing efforts to develop and validate
robust models for the liquid metal densities, ��, using ab
initio molecular dynamics �AIMD� simulations.7

In a detailed study of superalloy liquid metal densities
Mukai et al.8–10 measured the densities of several binary liq-
uid Ni-based alloys, and a few representative ternaries, as
functions of c and T. These data were then used to develop a
model for V�c ,T� in superalloys.10 Because of the lack of
sufficient data for multicomponent systems, the model ap-
proximates the total molar volume as the sum of solute par-
tial molar volumes which are derived from constituent binary
systems. Changes in V�c ,T� driven by the explicit interac-
tions between the different chemical species �e.g., solutes�
are neglected. Also, measured density data for some key el-
ements, such as Re, were unavailable. The partial molar vol-
ume contributions for these elements were treated as param-
eters to fit available data from multi-component superalloys.
Nevertheless, predictions from the Mukai model produce
good agreement, within a few percent, with the available
experimentally measured densities of commercial superal-
loys.

In this manuscript comparisons with models fit to experi-
mental measurements will focus mostly on the recent param-
eterization by Mukai.10 However, we note that an earlier pa-
rameterization that was developed by Sung et al.11 has found
widespread use in the community. In this paper we focus on
comparisons of the AIMD data with the more recent param-
eterization of Mukai et al. which is based on a more exten-
sive database of measured densities, including most of the
binary systems considered in our work.

Experimental measurements of the composition and tem-
perature dependent densities for either model �NiAlW� or
multicomponent superalloys �i.e., RENE-N4� relevant to our
larger effort on freckle formation are not readily available. In
the current work we use state-of-the-art AIMD simulations as
a means for testing the accuracy of the Mukai model for

��c ,T� in this system. These calculations are useful as an
independent test the accuracy of the Mukai parameters for
elements and ranges of composition where direct measure-
ments of liquid density are unavailable.

I. COMPUTATIONAL METHODS

In this work AIMD is used to compute time-averaged
properties of molten Ni-based alloys. The simulation method
evolves ionic positions using classical Nosé–Hoover dynam-
ics yielding trajectories that sample an equilibrium distribu-
tion corresponding to an ensemble with fixed particle num-
ber, volume, and temperature �i.e., NVT� with interatomic
forces derived from the electronic structure approximation
provided by density functional theory �DFT�. The commer-
cial DFT software Vienna ab initio simulation package
�VASP�,12–14 developed at the Institut für Materialphysik of
the Univerität Wien, is used to generate Hellmann–Feynman
�i.e., atomic� forces required for the AIMD study.

The liquid-alloy simulations employed a 500-atom cubic
supercell with periodic boundary conditions and fixed peri-
odic lengths. AIMD calculations were performed for elemen-
tal, binary, and ternary alloy compositions, twelve in all, at
two simulation temperatures. The alloy compositions are tai-
lored to the test the accuracy of the Mukai parameterization
and its application to Ni–Al–W alloys used as model mate-
rials in validation experiments. The calculations also sample
alloy chemistries containing refractory additions, such as Re,
where experimental data is currently unavailable. Within the
manuscript the composition of the simulation cells are iden-
tified by the number of each atomic species in the calculation
such as: Al500, Ni500, Ni400Al100, Ni473W27, Ni400W100,
Ni473Re27, Ni400Re100, Ni473Ta27, Ni400Ta100, Ni436Al50W14,
Ni436Al50Re14, and Ni436Al50Ta14.

The Nosé–Hoover equations of motion were integrated
using thermostat temperatures of T=1830 and 1750 K. To
ensure that the conserved energy in the Nosé–Hoover dy-
namics produce a drift in time no larger than
1 meV /atom ps time steps ��t� for the MD simulations
were chosen at or below �t=0.003 ps. Initial configurations
for the Ni500 and Ni400Al100 simulations were derived from
snapshots of classical molecular dynamics simulations based
on classical interatomic potentials.15 For the binary and ter-
nary alloy simulations the initial configurations were ob-
tained by replacing Ni and Al atoms, selected at random, by
the appropriate target atomic species. Different temperature
simulations were then started from the same atomic configu-
rations with different random initial velocities.

The self-consistent charge density and corresponding in-
teratomic forces were computed at each time step to integrate
the ionic trajectories. Also, relevant system properties includ-
ing the pressure, energy, temperature, and atomic coordinates
were calculated and stored. The calculations employed a
plane-wave basis set with a cutoff energy of 260 eV to rep-
resent the electronic wave functions and ultrasoft
pseudopotentials.16,17 For simulations of this size a single
k-point ��� was more than adequate for performing accurate
reciprocal-space summations. Electronic eigenvalues are oc-
cupied according to Fermi statistics with an electronic tem-
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perature equal to that for the ionic system. Also, the ex-
change correlation potential was approximated using a
generalized-gradient approximation �PW91�.18 For each tem-
perature and alloy composition at least three simulations
were performed over a range of volumes spanning plus or
minus 5% of the estimated equilibrium value. In order to
obtain good statistical precision in calculated equation of
state parameters total simulation times ranged from 5–10 ps.
Correlation times for pressure, energy, and temperature were
found in the range of 40–60 fs, and this was taken into ac-
count for all thermal averages and error estimates. Diffusion
and liquid structure factors were calculated in order to verify
that the sizes of the supercells and simulation times were of
sufficient magnitude to produce realistic results.

II. RESULTS

While the main focus of this study is the prediction of
liquid metal molar volumes, the AIMD calculations also pro-
vide a means to quantify the local ordering and kinetics in

the melt. Such observations are also used to establish that the
simulations are of long enough duration to allow appreciable
interdiffusion such that the calculated thermal averages are
not biased by the choice of the initial atomic configuration.
Also, the cell volume must be large enough such that posi-
tional correlations decay sufficiently over the length of the
simulation box in order to produce a realistic liquid structure.
These convergence requirements are considered before re-
viewing the calculated dependence of molar volume on com-
position and temperature.

A. Kinetics

In order to estimate the values of the diffusion kinetics in
these systems the averaged mean-squared displacements for
Ni, Al, W, Ta, and Re were calculated from the simulations
of the pure and binary liquids. Figure 1 shows the solvent
and solute results for Ni, and binary Ni400X100�X
=Al,W,Ta,Re� liquids at T=1830 K for the lowest pres-
sure NVT simulations for each chemistry. The slopes of the
best-fit lines relating mean-square displacements and time
are used to derive the estimates of the concentration-
dependent tracer diffusion constants at this temperature. As
previously found in atomistic simulations of liquid metals,
before producing diffusive motion, the mean squared dis-
placements exhibit a ballistic trajectory.19 The AIMD simu-
lations at these temperatures produce an initial ballistic re-
gime of approximately 0.3 ps. However, we find that because
this regime is small compared to the scale of the entire simu-
lation time, the changes introduced by the first 0.3 ps of data
is significantly less than the overall statistical errors in the
final diffusion rate. All reported results in this work are fit to
time periods after an initial thermalization period, typically
less than 0.1 ps. Quantities in Table I are derived from the
mean-squared displacements at three to four volumes and
linear fits of diffusion constants with volume to compute the
diffusion constants at equilibrium. The slope of this line also
yields a measure of the activation volume at zero pressure as
shown in the table. The self diffusion in Ni is in good agree-
ment with a previous AIMD VASP study by Jakse and co-
workers looking at the dynamic properties of liquid Ni.20

FIG. 1. �Color online� Calculated AIMD mean-square displacements of sol-
vent �left� and solute �right� species for elemental Ni and binary Ni–X �X
=Al, W, Re, and Ta� alloys at 1830 K. Deviations in the “random walk”
from the long-time linear diffusion relation, ��r�t�−r�0��2�=6Dt, are shown
as filled areas for each species. The results shown here are from the lowest
pressure simulations at these chemistries. The diffusion constants �d� in
Table I are derived from the slopes of the mean-square displacement curves
at several volumes interpolated to zero pressure. Self diffusion of Ni de-
creases with solute additions with Al producing the smallest effect and W
the largest. The relative solute diffusion in these liquid Ni–X metals follows
the same trends of the respective solvent diffusion.

TABLE I. Calculated diffusion parameters �10−5 cm2 /s� and activation volumes for binary Ni alloys at 1830 K.
Values for D are the result of a linear fit of the diffusion parameters found for the three or more calculations
used to determine the equilibrium volume. The fit produces D at zero pressure and its the first derivative which
is used to define the activation volume, Va=−kBTd�ln D� /dP. Errors, in parentheses, are derived using standard
propagation of errors based on the statistical error estimates from the raw data and represent estimated 95%
confidence intervals on the last digit.

Composition Solvent �Ni� Solute �X�

Cell Alloy D�Ni� Va�Ni� D�X� Va�X�

Ni500 Ni 5.3�3� 1.3�3�
Ni473Re27 Ni–5.4Re 5.0�2� 1.3�2� 3.6�4� 0.3�5�
Ni473Ta27 Ni–5.4Ta 4.6�1� 1.3�2� 3.7�3� 0.5�4�
Ni473W27 Ni–5.4W 4.2�2� 1.3�2� 3.6�4� 0.9�6�
Ni400Al100 Ni–20Al 3.4�4� 1.2�2� 3.5�3� 2.3�4�
Ni400Re100 Ni–20Re 3.2�2� 0.9�2� 2.3�2� 0.8�3�
Ni400Ta100 Ni–20Ta 3.5�1� 1.2�2� 2.9�2� 0.9�4�
Ni400W100 Ni–20W 3.2�1� 1.1�2� 2.5�3� 1.1�2�
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Working with a 108 atom supercell at 1850 K with NVT
sampling they find a self diffusion of 4.4�10−5 cm2 /s. The
current simulations show Re and W as the slowest diffusion
species, consistent with their large atomic mass and size, as
compared to the other atomic species. Also, the Ni diffusion
constant is lower in the Ni–X melts, relative to pure Ni, an
effect which is roughly linear with solute concentration.
However, this appears contary to the fact that the average
atomic volume is larger in the alloys. Further analysis �be-
low� reveals relatively strong solute–solvent interactions in
the alloy melts, an observation which is corroborated in the
radial distribution and neighbor analysis.

Classical experimental measurements of self-diffusion in
liquid metals, such as capillary-reservoir or diffusion couple
methods, are problematic in Ni alloys due to the lack of
specific radio-isotopes.21 Recently, because of interest in
short-range ordering in Al rich Al–Ni binaries, inelastic neu-
tron scattering has been used to study diffusion and chemical
ordering in Al–Ni melts. Using these methods Chathoth et
al.22 measured self diffusion of 3.8�10−5 cm2 /s for el-
emental Ni at 1795 K. In another related manuscript,23 using
the same method, this group reports Ni self diffusion at 1795
K in Ni–25Al �at. %� of 3.9�10−5 cm2 /s. These values are
in excellent agreement with our calculated values of Ni self
diffusion for elemental Ni and Ni–20Al at 1830 K, 5.3�3�
�10−5 cm2 /s and 3.4�4��10−5 cm2 /s, respectively. There
are very few measurements of solute diffusion in liquid
melts, however, recently tracer diffusion constants have been
reported for Ni–2W �at. %�.24 These experiments were per-
formed in the temperature range of 1755–2022 K and were
carefully designed to minimize effects of convection. The
measured tracer diffusion coefficient for W, 2.4�2�
�10−5 cm2 /s, is again in excellent agreement with our re-
sults for a Ni473W27 alloy at 1830 K where we find a value of
3.6�4��10−5 cm2 /s.

Figure 1 and the good statistics of the interdiffusion con-
stants demonstrates that significant interdiffusion is occur-
ring over the timescale of the AIMD simulations and that
simulations of this size, run for approximately 5–7 ps, have
evolved over sufficiently long times to give robust estimates
of the equilibrium molar volumes. This expectation is sup-

ported by the relatively small estimated statistical uncertain-
ties in the molar volumes quoted below. Finally, this is also
supported by the results of a test performed for binary Ni–W
samples, where two different initial atomic configurations
were used to compute the equilibrium volume of the same
chemistry. The final results were found to agree within sta-
tistical uncertainties.

B. Local ordering

Figure 2 shows the radial distribution functions, g�,��r�,
for each of the �� ,�� pairs of species in pure Ni and binary
Ni400X100 �X=Al, W, and Re� melts. All the distribution
functions converge to the uncorrelated limit of unity in a
distance which is less than half the diagonal distance across
the simulation cell. This verifies that the cell dimensions are
large enough to provide uncorrelated motion of individual
and groups of atoms. The distribution functions also provide
insights into the nature of chemical ordering in the melt. For
example, the main peak of gNi–X is larger than the solute–
solute �X–X� and solvent–solvent �Ni–Ni� pairs which sug-
gests a preference in the melt for chemical short-range order-
ing between neighbors of unlike species. Also, the average
nearest-neighbor bond length for Ni–Ni and X–X bond
lengths �roughly 2.59 Å� is significantly larger than for Ni–X
pairs �approximately 2.485 Å�. These results are consistent
with a significant preference for chemical short-range order-
ing between Ni and X species in each of the systems consid-
ered. Information about the liquid structure beyond those
given by the pair distribution function g�r� can be obtained
through the so-called common neighbor analysis �CNA�
�Ref. 25� and the angle probability distribution function
P���.

In the CNA each pair of neighbors is characterized by a
triplet jkl describing the local configuration of the pair. The
index j gives the number of neighbors common to both at-
oms in the pair, k is the number of bonds between these
neighbors, and l is the longest continuous chain formed by
the k bonds between common neighbors. Atoms are consid-
ered bonded �i.e., neighbors� if their separation distance falls
below some critical value, typically this is taken as either the
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FIG. 2. �Color online� Radial distribution functions calculated from AIMD simulations for elemental Ni and binary Ni–X �X=Al, W, and Re� alloys at T
=1830 K. The results shown here are from the lowest pressure simulations at these chemistries. The three plots show results, from left to right, for
solvent–solvent �Ni–Ni�, solvent–solute �Ni–X�, and solute–solute �X–X� pairs.
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position of the first peak or the first minimum in g�r�. Here,
we choose the minimum in the g�r� as the relevant criterion.
Note that in a binary or multicomponent alloy the minimum
of the partial pair distribution function for the specific atoms
involved is used. The CNA analysis has been performed for
pure Ni, Ni473Re27, and Ni473W27 at a temperature of 1830 K
and the results are shown in Fig. 3.

Figure 3 shows that there is a clear preference for the
formation of icosahedral short-range order, with a secondary
preference for bcc type order. A much lower distribution of
fcc and hcp type clusters are found even though Ni is a
closed packed metal in the solid state. It is worth noting that
no clear effect of alloying with Re and W is visible in our
data. This icosahedral short-range order was postulated by
Frank over 50 years ago for fcc metals26 and was recently
confirmed in experimental observations for both pure liquid
Ni �Ref. 27� and in Ni–Ag amorphous alloys.28 Similar re-
sults had already been found for liquid Ni by Posada-
Amarillas and Garzon29 using a semiempirical n-body poten-
tial. Icosahedral ordering in liquid alloys of fcc metals is
thought to be present because it maximizes the short-range
density of a structure26 �while fcc-packing maximizes the
long range density30�, thus lowering the enthalpy of the sys-
tem. This type of ordering cannot be found in crystals simply
because it does not permit periodic filling of a 3D space �but
is commonly found in quasicrystals, for example�. Presence
of bcc type ordering is also interesting. Some simulations in
simple Lennard–Jones systems31 show that at moderate un-
dercooling precritical nuclei have a preeminently bcc struc-
ture which partially disappear in critical nuclei.

Complimentary information about the local environment
in the liquid is gained by analyzing the angle probability
distribution function P���. P��� is defined so that P���d� is
the probability of finding a triplet of neighbors with an angle
in the range ��−�+d��. The P��� for the three different com-
positions that we analyzed are generally not geometrically
perfect, even though the corresponding icosahedral and bcc
short-range order is clearly demonstrated by the CNA analy-
sis. For a perfect icosahedral or bcc cluster one expects bond
angles of approximately 60º and 108º. As shown in Fig. 4,
the shift in the peaks in the angular distribution function to
slightly lower angles reflects the distortions inherent in the
local structural units. While all of the Ni-centered data falls

on the same line, the solute centered data for W and Re
exhibit a splitting toward lower and higher angles, respec-
tively.

C. Molar volumes

In order to compute equilibrium molar volumes using
NVT dynamics AIMD simulations were performed at each
composition for a series of simulation cell volumes where
the average pressure �P� as a function of V was calculated.
For each temperature and composition a total of three to four
volumes were considered. The calculated time-averaged
pressures were then used to derive an equation of state, as-
suming a quadratic relationship between P and V. Using the
derived equation of state, the equilibrium �zero pressure� vol-
ume �V0�, bulk modulus �B=−V0�dP /dV��, and its pressure
derivative �B�� were computed. An example of this approach
is shown schematically in Fig. 5 for simulations of liquid
Ni400Al100 at 1830 K. The pressure is plotted, on the left-
hand image, as a function of simulation time for each of the
considered atomic volumes. At each volume there is an ini-
tial pressure transient, lasting for a few tenths of a picosec-
onds, after which the pressure fluctuates about a well defined
average value indicated by the solid line. The time scale and
amplitude of these fluctuations about equilibrium were used
to derive estimates of the statistical uncertainties in the cal-
culated time-averaged pressure. The right-hand side of Fig. 5
shows the results of such analysis. The data points and error
bars show the pressures and associated statistical uncertain-
ties computed as a function of volume from the AIMD simu-
lations. Finally, the smooth solid line connecting these data
points is a least-squares quadratic fit, which yields the equi-
librium values of volume �V0� and the bulk modulus as
shown in the inset. Similar results are recorded in Table II,
listing calculated equilibrium volumes for each of the twelve
liquid Ni-based alloy compositions considered to date.

III. DISCUSSION

As described in the Introduction, a primary motivation
for the present work is to use AIMD simulations as a frame-
work for developing and validating predictive models for
��c ,T� in Ni-based superalloys. To that end listed along side
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the AIMD results in Table II are the values from the most
recent parameterization of molten superalloy densities, due
to Mukai et al.10 In order to produce this parameterization
Mukai measured the density of elemental Ni,8 and a wide
variety of binary Ni–X alloys. Some of these compositions
correspond to those considered in this study, so comparison
to these measurements provides a means to gauge the accu-
racy of the AIMD simulations. For elemental Ni at these
temperatures the error is 1.6% and 0.8% for 1750 K and
1830 K, respectively. Using Mukai’s fits to experimental
measurements for Ni–19.7Al and Ni–5.83W �at. %�, the ap-
proximate compositions for the first two binaries listed in
Table II, we find average errors in the AIMD results to be
below 1.8%. There are also several other recent measure-
ments of liquid Ni alloy densities. Using a sessile drop
method Feng et al.32 measured the density of elemental Ni
and dilute solutions of W in Ni. The AIMD predictions are
within 1.4% of the elemental Ni results. Also, Plevachuk and
co-workers have developed a noncontact technique which
uses electromagnetic levitation and optical dilatometry to
measure the high temperature liquid metal densities. Their
recent measurements focused on the Al rich Ni–Al alloys,
however extrapolating our Ni–20Al predictions to the mea-
sured density at Ni–25Al we find the AIMD prediction

within 0.6% of the measured values.33 The AIMD results for
molar volumes are consistently larger than the measured val-
ues, with the exception of this noncontact method. While this
trend is similar to the predictions of traditional density func-
tional methods �i.e., applications of the local density approxi-
mation� for crystal lattice parameters, we note that these cal-
culations are based on the generalized-gradient
approximation �PW91�.18

For compositions in the range of the original Mukai pa-
rameterization, based on partial molar volumes, interpola-
tions to quaternary and higher order systems are reported to
have errors in the range of 2%. In order to illustrate the trend
in the molar volume data the AIMD and Mukai results are
plotted in Fig. 6. For compositions inside the range of Mu-
kai’s experimental database the agreement between the two
methods is within 2%, as indicated in Fig. 6 by the dotted
lines. However, when the model needs to extrapolate to the
AIMD sampled compositions errors can be quite large, as is
the case for Ni400W100, Ni473Ta27, and Ni400Re100. Also for
the case of Ni400Ta100, not shown in Fig. 6, the Mukai pa-
rameterization diverges from the AIMD result by at least
7 cm3 /mole. There is also a systematic increase in the dif-
ference between the fitted and AIMD results with decreasing
temperature, as indicated by the spread of data points within

0 1 2 3 4 5 6t [ps]
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P[
kb
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0
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11.46

−6.00

−28.21

P[
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quadratic fit:
V0= 13.181 ± 0.004Å

3

B = 888 ± 7.3 kbar
FIG. 5. �Color online� Graphic representation of the
equation of state calculations for liquid metal Ni400Al100

alloy at 1830 K. Representative AIMD calculations of
pressure as a function of simulation time for four vol-
umes �left� with a horizontal line indicating time-
averaged values. The volume at these pressures, with
error bars, �right� are fit to a quadratic polynomial, with
results of this least-squares fit shown in inset. Interpo-
lating to the zero pressure volume produces the pre-
dicted equilibrium volume the bulk modulus and its de-
rivative for a given composition and temperature. Error
bars and estimated uncertainties are based on standard
uncertainty analysis.

TABLE II. Calculated atomic volumes �cm3 /mole� and volumetric thermal expansion coefficients �10−5 K−1�
for molten Ni alloys at 1750 and 1830 K. The numbers in parentheses represent estimated 95% confidence
intervals on the last digit. The calculated �AIMD� results are compared with the predictions of the parameterized
model due to Mukai et al.10 For the Ni–Ta alloys Mukai fit to compositions in the dilute limit �	3.5 at. %�
making it inappropriate to extrapolate to high solute concentrations.

Composition

T=1750 K T=1830 K

AIMD Mukai AIMD Mukai
V � V � V � V �

Al500 12.80�2� 12.0 12.91�3� 10.9
Ni500 7.57�1� 7.10 7.4597 18.6 7.62�1� 6.71 7.5724 18.6
Ni400Al100 7.88�1� 7.33 7.7628 13.9 7.94�1� 5.55 7.8492 13.8
Ni473W27 7.66�1� 6.61 7.5534 16.3 7.70�1� 5.74 7.6520 16.1
Ni400W100 7.94�1� 6.38 6.5192 155. 7.98�1� 6.44 7.3294 138.
Ni473Re27 7.65�1� 7.37 7.4940 26.0 7.69�1� 7.00 7.6499 25.5
Ni400Re100 7.91�1� 6.84 7.5869 44.9 7.93�1� 6.25 7.8593 43.3
Ni473Ta27 7.70�1� 7.28 7.3310 29.7 7.75�1� 6.26 7.5053 29.0
Ni400Ta100 8.14�1� 10.5 ¯ 8.18�1� 9.09 ¯

Ni436Al50W14 7.77�1� 7.52 7.6920 12.0 7.80�1� 6.18 7.7655 11.8
Ni436Al50Re14 7.75�1� 7.62 7.6291 20.0 7.80�1� 9.10 7.7510 19.7
Ni436Al50Ta14 7.79�1� 7.74 7.6911 10.4 7.84�1� 7.29 7.7553 10.4
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the 2% margin of error. As discussed below this is an indi-
cation that the two methods produce different coefficients of
thermal expansion.

The ternary alloys in Table II can also be used to assess
the accuracy of the experimental parameterization for inter-
polating within the sampled experimental data and the sen-
sitivity of the approximation for predicting molar volumes
for compositions outside the range of experimentally fitted
data. The former case is a test of approximating the molar
volume as the sum of partials molar volumes of noninteract-
ing chemical species. For example, each of the ternary alloy
compositions Ni436Al50X14 with refractory elements �X=W,
Re, or Ta� can be represented as the average of the binary
Ni400Al100 and Ni473X27 melts also considered here. This
composition relationship is equivalent to traversing from the
Ni–Al to Ni–X sides of a ternary triangle �i.e., inset in Fig.
7�a��. As illustrated in Fig. 7�a� the AIMD simulations pro-
duce molar volumes of the ternary melts that are all very
well approximated �to within 0.8%� by a linear interpolation
between the binary alloy values. The Mukai model is also
accurate using the average of the two binaries, producing less
than a 0.4% deviation from linearity for the ternary alloys

containing W and Re. However, the molar volume predicted
by the Mukai model for Ni473Ta27 produces deviations from
linearity of approximately 2% and 3% for the ternary and
binary alloys respectively.

Figure 7�b� illustrates the variation in molar volume for
Ni–W and Ni–Re for solute concentrations up to 20 at. %.
The AIMD results produce nearly linear behavior �though
not plotted similar results are found for Ni–Ta alloys� in this
range of composition. The Mukai parameterization produces
significant deviations from linearity for the Ni–W alloys �
�13%�. Surprisingly the Re predictions, which are not fit to
binary data but are inferred from measurements of multicom-
ponent alloys, show linear behavior in agreement with the
AIMD results. Mukai’s predictions for the Ni–Ta alloys are
not included here because the extrapolation from 4 to 20
at. % produces deviations from linearity of more than 100%.
These results suggest that one of the main assumptions in the
Mukai parameterization, namely that the partial molar vol-
umes of the binary alloys can be used to interpolate molar
volumes for multicomponent systems, is reasonably accurate
in the Ni–Al–X �X=W, Re, or Ta� alloys. The AIMD results
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FIG. 6. Comparison of molar volumes calculated with
AIMD simulations and estimated using the Mukai pa-
rameterization. Data in perfect agreement would fall on
the line representing a slope of one, the dashed line
indicates where the two results differ by 2%. The out-
liers are compositions that fall outside the composition
ranges included in the fit of the Mukai model.
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less than 0.8%. The Mukai model results for Ni473Ta27 are the exception producing deviations from linearity of approximately 3%. The figure on the right
shows binary Ni–X �X=W and Re� compositions up to Ni–20X at. % which is outside the range of the Mukai reference measurements. The Mukai Ni–W
molar volumes show significant deviations from linearity, which is not predicted by the AIMD simulations. Similar, though far more dramatic deviations are
observed for Ni–Ta alloys in this range of composition.
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illustrate that application of the Mukai model should be re-
stricted to the range of compositions sampled by the under-
lying experimental measurements.

Four of the compositions at 1750K, calculated using
AIMD, fall close to or within the range of compositions fit
using multilinear regression by Sung et al.11 Differences in
molar volumes between the two methods range from one to
nine percent with a standard deviation of five percent. The
AIMD results are in better agreement with the Mukai param-
eterization based on this small data sample.

Variations in molar volume with temperature for alloys
with high solute concentrations can be derived from the
AIMD results using one of several methods. Liquid metal
density measurements in binary Ni alloys indicate that the
temperature dependence is linear so finite difference methods
should be reasonably accurate. An alternative technique,
based on the results of AIMD simulations at a single tem-
perature, was used to derive the thermal expansion coeffi-
cient ��� for the temperatures and compositions listed in
Table II. For any ensemble averaged property �A� in a ca-
nonical ensemble

�A� =
	iAi exp�− Ei/kBT�

	iexp�− Ei/kBT�
, �2�

where E is the energy of the system. Taking the derivative
with temperature and using correlation notation, �A ,B�
= �AB�− �A��B�

d�A�
dT

=
��AE� − �A��E��

kBT2 =
�A,E�
kBT2 , �3�

substituting the ensembled averaged pressure for �A� gives:
d�P� /dT= �P ,E� / �kBT2�. The volumetric temperature expan-
sion coefficient can be expressed as

� =
1

V0

dV0

dT
= 
 1

V0

dV0

dP

dP

dT



V0

. �4�

Using the definition of the bulk modulus: B
=1 /V0dP /dV �V0

, where, consistent with the current notation,
P is the system pressure as apposed to the applied pressure

� = 
 1

B

dP

dT



V0

=
�P,E�V0

kBT2B
. �5�

All the quantities in the last equation are readily avail-
able for each composition and temperature sampled by the
AIMD calculations and the predicted values for � are shown
in Table II. Using the value of � at one temperature to esti-
mate the molar volume at the other temperature for each
table entry yields predictions with average errors of approxi-
mately 0.1%.

Comparing the AIMD values for � to that measured by
modified sessile drop and modified pycnometric methods10

we see that the AIMD results consistently underestimate
these thermal expansion coefficients. Table II shows Mukai’s
prediction of the coefficient of thermal expansion and we
note that for the compositions actually measured the agree-
ment of the AIMD results is at best within a factor of two.
Mukai’s experimental measurements using the �modified�

sessile drop method and �modified� pycnometric method es-
timate � for elemental Ni as 1.8�10−4 K−1. Previous stud-
ies using a wider variety of methods21,34 estimate � for el-
emental Ni to be in the range of 1.–1.5�10−4 K−1. Also,
one earlier study based on gamma ray attenuation,35 an ex-
perimental method for measuring liquid metal densities not
influenced by surface tension or chemical contamination on
the fluid surface, found the coefficient of thermal expansion
for elemental liquid Ni of 9.42�10−5 K−1. The only other
noncontact method density measurement technique that has
been applied to the Ni alloys is the very recent work of
Plevachuk et al. where using electromagnetic levitation and
optical dilatometry they find a coefficient of thermal expan-
sion of 1.2�10−4 K−1 for Ni–25Al �at. %�. This compares
very well with Mukai’s most recent work in Ni–Al alloys,
where using a modified sessile drop method36 he estimates
the CTE of this alloy to be 1.32�104 K−1. In general the
AIMD results are in better agreement with the results of
noncontact density experiments, such as gamma ray attenu-
ation and electromagnetic levitation/optical dilatometry tech-
niques, though here also the computational method underes-
timates � by approximately 25% for elemental Ni.

In order to better characterize the coefficient of thermal
expansion the temperature dependence of the molar volumes
was studied over a wider range of temperatures using a ver-
sion of VASP that was modified to sample constant number-
pressure-temperature �NPT� statistics.37 The results of calcu-
lations, for elemental Ni and Ni473W27 at 1750, 1850, and
1950 K, are shown in Fig. 8. Within the error of the respec-
tive calculations the NVT and NPT ensembles give the same
molar volumes for a given chemistry and temperature. The
wider temperature range of the NPT calculations also yields
values for �, as indicated in Fig. 8, that are consistent with
the previous calculations. We conclude that though the re-
sults are self-consistent at this level of approximation the
AIMD are at best underestimating the coefficient of thermal
expansion by 25%.

Another measure of the self consistency between AIMD
calculations and the Mukai model are the predictions for par-
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FIG. 8. The variation in molar volume with temperature for elemental Ni
and Ni473Al27 calculated using NVT and NPT ensembles. The coefficient of
thermal expansion ��=V−1dV /dT�, calculated from a linear fit to each data
set, are shown adjacent to each curve. The two methods for deriving the
molar volume are within numerical error of the respective calculations, pro-
ducing slopes, and � that are also within numerical error.
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tial molar volumes in the limit of dilute solute concentra-
tions. For a binary alloy the methods of intercepts implies

that the partial molar volume for a solute is V̄solute=V+ �1
−c�dV /dc, where c is the solute concentration. In the dilute
limit as c→0 the reference volume, V, becomes the molar
volume for pure Ni, VNi. The resulting estimates of the par-

tial molar volumes at infinite dilution, V̄solute
inf /VNi, calculated

from the AIMD results and the Mukai parameterization are
given in Table III. Conventional thermodynamics would sug-

gest that V̄solute
inf /VNi would be somewhat insensitive to

changes in temperature �T
Tmelt�, and this weak depen-
dence is observed in the raw experimental data for Ni–W.8

The Mukai model predicts large changes in partial molar
volume at small solute concentrations, an effect that is par-
ticularly pronounced in Ni–Ta. Such results are consistent
with small errors in the second order fitting coefficients in-
troduced in the quadratic fits to the narrow range of experi-
mentally measured compositions. Such errors would also
produce large excursions in liquid metal densities for high
solute concentrations shown in Fig. 7. The AIMD results
predict very small changes with temperature of the partial
molar volumes in the dilute limit. This is an area of research
that warrants further study given the limited experimental
data in the dilute limit.

IV. CONCLUSION

AIMD calculations were used to estimate the molar vol-
ume of a variety of liquid metal alloys, including both el-
emental Al and Ni, three Ni–X binary, and three Ni–Al–X
�X=Al,W,Re,Ta� ternary alloys. The AIMD results consis-
tently over estimate the molar volumes, typically by less than
2%, when compared to experimental measurements using
methods where there is contact between the Ni liquid and a
surface or containment vessel. Better agreement is found
with noncontact experiments, though the available data in the
range of compositions considered in this study is quite lim-
ited. Overall the molar volumes are in very good agreement
with available experimental density measurements and pro-
duce self-consistent variations in molar volumes as a func-
tion of chemistry and temperature for the binary and ternary
alloys considered. The AIMD results are also in reasonable
agreement with numerical fits for complex molar volume
chemistries that are based on the results of density measure-
ments in binary alloys.10 However, when such models are
required to extrapolate to chemistries outside the measured
range of solute concentrations they do not provide an accu-
rate assessment of liquid metal densities.

Coefficients of thermal expansion were derived from
both changes in molar volume with temperature and the pres-
sure and energy dependence at a single temperature. While
the two methods produce statistically equivalent coefficients
of thermal expansion, the calculated values are consistently
smaller than that observed experimentally. Noncontact den-
sity measurements are in better agreement with the current
AIMD results. An extension of the VASP method was imple-
mented that allows for NPT ensembles. Applications of this
method to a subset of the chemistries and temperatures stud-
ied using NVT statistics verified the derived trends in molar
volumes with chemistry and temperature. Results for the two
methods were found to be within statistical error of the un-
derlying simulations.

The molecular dynamics calculations also produce a
wealth of other information about the kinetics and ordering
of these liquid metal alloys. Diffusion parameters were pre-
dicted for the solvent and solutes in elemental Ni and seven
binary Ni–X �X=Al,Re,Ta,W� alloy compositions and ex-
cellent agreement was found with recent diffusion measure-
ments in Ni, Ni–Al, and Ni–W. Due to the rapid diffusion
rates in the molten state, AIMD simulation offer a reasonable
means for estimating diffusivities in liquid alloys and offers
an alternative to the high temperature diffusion experiments.
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